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**Summary:** (Times New Roman, Size 12, right justified) Designing a deep neural network for multiclass classification has been a challenging task in comparison to binary classification. In this paper, a very deep learning model for dorsal hand vein recognition is presented. Deep learning models may contain hundreds of hidden layers. The increase in layers makes a model complex and it takes much time to train especially on CPU instead of GPU. The proposed model consists of network of Convolution layers and ReLU layers followed by one Global Average Pooling layer and two dense layers. To keep the model stable, batch normalization is applied on input and hidden layers and Adam optimizer is used to optimize the model. For the training and testing purpose two self-constructed datasets are used, first having 1200 dorsal hand vein images of children of age ranging from 05 to 12 years and second having 2000 dorsal hand vein images form 100 adults. The accuracy of the proposed model is compared with two recent contributions, which also used self-constructed datasets. The accuracy of the proposed system observed is 98.33% while trained and tested with children' dataset, and 100% while trained and tested with adults' dataset.

**Keywords:** 4-6 keywords separated by ;

Introduction (Times New Roman, size 16, Bold, spacing 1.5)

(Times New Roman, Size 12, justified) The references to be cited in the text properly[1-2] and palm vein[3]. .....................................................................................................................

Heading 2 (Times New Roman, size 16, Bold, spacing 1.5)

(Times New Roman, Size 12, justified) The references to be cited in the text properly[1-2] and palm vein[3]. .....................................................................................................................

Heading 3 (Times New Roman, size 16, Bold, spacing 1.5)

(Times New Roman, Size 12, justified) The references to be cited in the text properly[1-2] and palm vein[3]. .....................................................................................................................

The figure numbering and caption to be mentioned like belo example.



Figure 1(a).

The Architecture of Proposed Deep Learning Model
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Table 1.

The Comparison of proposed system with Rajalakshmi *et al*.[18] and Janes & Brandao [20]

|  |  |  |  |
| --- | --- | --- | --- |
|  | Proposed System | Rajalakshmi *et al*. (2018) [18] | Janes & Brandao (2014) [20] |
| Dataset size | 1200 (children) and 2000 (Adults) | 4030 | 1240 |
| Hardware | 8 GB RAM | 32 GB RAM, 8-core CPU | Unknown |
| Implemented using | Python, Keras, TensorFlow | Python, Sci-Kit Learn | Matlab |
| Accuracy | Children | Case (i) | Case (ii) | Case (iii) | 99.30% | 96.85% |
| 97.50% | 97.50% | 98.33% |
| Adults | 100% |

The equations are to be written using equation editor and to be numbered.

$accuracy= \frac{TP+TN}{TN+FN+FP+TP}$ (1)

Conclusion

The proposed deep learning model is evaluated ............................ ............................. ............... years to observe variation in prediction accuracy.
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